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LINGUISTICS AS AN EMPIRICAL SCIENCE: THE STATUS OF -
GRAMMATICALITY JUDGMENTS IN LINGUISTIC THEORY

PATRICK J. DUFFLEY
Laval University

ANYONE WHO HAS TAUGHT anl introductory syntax course has had the experience of
presenting an “ungrammatical” example only to be told by some smart-aleck about
an unsuspected interpretation on which the sentence is quite normal’ (McCawle
1982:78). A recent discussion with one of my colleagues, in which I had the v_mmmc_‘w
of Emﬁsm the part of the smart-aleck, led me to some serious reflection about the
question of grammaticality judgments and their role in linguistic methodology.
The 8:&:&.05 of these reflections will be presented in this paper. My colleague Ei.
- I were examining sentences (1)a and (1)b below, the first of which was claimed to be
acceptable and the second not: |

(1) a. What did John hurt himself fixing?
‘ b, *What did John hurt Bill fixing?

Eﬁro:mr I could sense that there was some sort of difference in ease of interpreta-
tion between these two sentences in favour of (1)a, I was not at all happy with __,E
suggestion that {1)b was ‘less acceptable’ or ‘less grammatical’ than (1)a. So I asked
my colleague in what sort of context someone would say (1)a, and Hrm.&mmnaﬁ:c:
ran more or less as follows: ‘the speaker knows that John was fixing things around
the house yesterday and that he hurt himself while fixing something, but he does not
w:oé.érmﬁ that thing was and would like to be informed thereof” This led to the ,_c i-
nm._ rejoinder that if the speaker knew that John was fixing things around the _E:mmm
with Bill yesterday and that he hurt Bill while fixing some object whose identity the
m._umm_aw was ignorant of but wished to know, then (1)b is a perfectly acceptable Eng-
lish sentence for obtaining that information. . ’
The sort of discussion referred to above, which is typical in linguistic circles, leads
one to wonder just what people (linguists included) are doing when they ::.:_3 "..:..
n.m:& grammaticality judgments. It also raises the more basic question of why mo?a
linguists use such judgments as their prime source of data. What are they hoping
to .?.oﬁw Can grammaticality judgments provide the sort of evidence that these lin-
puists are looking for? .

. It is not at all evident why an account of speakers’ competence in understand-
ing msn.m producing language should be based on behaviour in a situation 2:2,m they
are .moEm neither, but. rather are being asked to report their intuitions about Ew
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acceptability of certain sequences of words. The motivations for following such a
procedure can be boiled down to four main reasons:

First. by eliciting judgments we can examine reactions to mm:::”_nm types _&m”mm y
might occur only very rarely in spontaneous mﬁ.mmnr or Hmn.onn_m nomwo_.m.ﬁ. i

a standard reason for performing experiments in social science—observatio :
study does not always provide a high enough concentration of the _urm.:mﬂ.dm:

we are most interested in. A second, related reason for using m._.g:ﬁw:._nm :<:\;
indgments is to obtain a form of :43.:5::: :.:z m.nm?.ms, mﬁmﬁmmi“ﬂ .”:mznﬂ_ﬁﬁ :
language use at all—namely, :mmm:....m information, in :d.m Mo:: on m.m_:wz S.me
are not part of the language. The third reason mc_.. using ju m_s.m_._nm __. e
one is merely observing speech it is difficult to %m::m:_mm.ﬂ reliably slips, :w

ished utterances. and so forth, from grammatical Ena:n:o:.b, mo:Z._.. an BOan
controversial reason is to minimize the extent to Er._nr. the .nc:g.E::_nw:,._B MM_E.m
representational functions of language obscure our insight into its mental n .

{Schiitze 1996:2-3)

With respect to the last reason, Schiitze admits that it ,Emm:_uﬁcmmw a vmz_ﬁmﬂhﬂn MMW,M
of grammatical competence as cognitively separate from o.%a_‘ mnmﬂ.m HM n ma W:
f:“:._&mm and use. and hence its validity depends on one’s theoretical s m:nn on
the fssuc, Tt will be my contention in this paper that m: of the o:u.mq qwmm.o_wm mxnmm the
first are also theory-dependent and that on top ﬁ.:\ this grammaticality ju .m_.“.mz M: -
practically worthless as scientific evidence, even if one accepts the theoretical presup
st nerative grammar. o

_ :n”“”__ﬂ”%mmw: the mmﬂmﬁow:r it must be realized that the term .m_.m_ésmsnm__slﬁmw-
ment itself is in fact a misnomer. What is actually meant ...<o=_& be Umznm SQ_Mm.mM ltw
the term ‘acceptability judgment’ (cf. Schiitze 1996:26). Given Chomsky's ?mrw.m o)
definition of grammaticality as belonging to En sphere of nozﬁmanﬁmw e 3.5-
the ideal speaker’s knowledge of his _m:m:m.mm, it Emrmm.:o sense 8“ m,_x.wmﬁ_mmom: an
maticality judgments! since mqm_:_:u:nu:? is not M_n.nw,a.m_Zm ta peop mm__: mnEw.:
a native speaker can do is judge a string’s acceptability. So what ﬁmomu e m._.mﬁ e N
doing when reacting to a sequence of words presented to them _uw.. a linguis vﬁm mmb
ing whether it seems acceptable to them or not. Is :”_m_.m any relation, 5%:. _um_““xw_,_m
un,r.czur:_:. and grammaticality which would allow inferences to be made abo

i { former?

_.:..MM.WMMM_:M_”“?MQMB”r.m theory there is m:.zooa a relation between m:mmm two con-
cepis, whose nature is described in the following well-known passages:

Acceptability is a concept that belongs to the study cmveloqsdmsn.o. a”.rmam.mm .
grammaticalness belongs to the study of competence... qu._dam:nm ness is only
ome of the many factors that interact to aﬂm:i:w acceptability. Ooﬁmmﬁ”m&w .
inglv, although ane might propose various cwﬂ.m:o:m._ ﬁmm.a moq.mnnmvﬁv_ ity, _Ma
unlikely that a necessary and sufficient operational criterion might be invente
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for the much more abstract and far more important notion of grammaticalness.
(Chomsky 1965:10-11)

...linguistics as a discipline is characterized by attention to certain kinds of
evidence that are, for the moment, readily accessible and informative: largely, the
judgments of native speakers. Each such judgment is, in fact, the result of an
experiment, one that is poorly designed but rich in the evidence it provides, In
practice, we tend to operate on the assumplion, or pretense, that these informant
judgments give us ‘direct evidence’ as to the structure of the I-language, but, of
course, this is only a tentative and inexact working hypothesis... In general, infor-
mant judgments do not reflect the structure of the language directly; judgments
of acceptability, for example, may fail to provide direct evidence as to grammati-
cal status because of the intrusion of numerous other factors. (Chomsky 1986:36)

These observations show that Chomsky himself is aware of the indirectness of the

link between acceptability (performance) and grammaticality (competence), as indi-

cated by the reference to the ‘numerous other factors’ that interact with the grammar
- to produce acceptability. Just how numerous and uncontrollable these factors are is
shown by the studies of Birdsong 1989 and Schiitze 1996. They comprise things like:

(a)  the instructions given to the subjects doing the questionnaire
(b)  the order of presentation of the sentences submitted for speaker reactions
{the first sentences in a questionnaire tend to be judged much more severely
than the others; cf, Greenbaum 1973, 1976)
(¢c) . the effect of the repetition of an unacceptable structure leading people to
accept it . :
(d)  judgment strategies (one does not know whether the subjects are using the
same criterion to decide on acceptability)
{e) modality and register (a written questionnaire already represents a fairly
formal context for most speakers; cf. Greenbaum 1977)
(f)  how much time is given to the informants to react
(g} context (is it easy to imagine a possible context for the senlences?)
(h)  meaningfulness (can people make sense of the sentences?)
() length and complexity of sentence judged
() frequency of constructions (less frequent structures are often judged unac-
ceptable) o
(k) lexical content of items
() rhetorical structure (structural parallelism renders certain sequences accepl-
able which are not perceived so otherwise; cf, Langendoen 1972).

‘would add to this long list an even more basic and important factor: the very fact
of asking a speaker to make an acceptability judgment is asking him 1o do some-
thing completely unnatural. What people rather are accustomed to doing with their
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language is not making grammaticality judgments, but simply sm:_m_ it ﬁm._Mx_MMHmM
themselves. Add to all this the fact that one is not m:ﬁcommm to know what _m v
mar looks like—it is what the linguist is trying to determine—and you get a bag
mixed that its contents are impossible to sort o .

Why. then, have recourse to data whose connectio .
_:.ﬁ:_:.nm.m is so tenuous? This L:mm:c:. takes us rmn_h to the motiv :
defense of this pracedure—varity of significant data in m.%oim_..mo:m speech, heed
to obtain negative data, the facilitation of distinguishing ﬁmu.w.o‘ﬂ._dm:nm M_...o-.m from
grammatical ﬁ::.._:c:c:. the separating out of the communicative m:. ._,me_:o_.m
rationa! functions of language from its mental structure. When scrutimzed o _
ese reasons except the first turn out to be products of "r.n.y. Ewoﬁm:n.m
e grammarians. [ have already alluded to Schiitze’s m.&.:ﬁ-
I ason. Regarding the facilitation of the &m:_..pn-
ammatical production, it should be fairly
begs the question by presupposing some

ut. ,
n with the object of ones

ations given in
the need

closely. all of th
stance adopted by generaliv
<ion that this is the case for the last re
tion hetween performance €rrors and gr

i i justification merely
obvious that this alleged justification ing some
concept of ‘grammatical production. Moreover, as shown by the enumeration gi

ahove of the many possible performance errors which can occur _.H_ﬂ. the %umm_mw Mm.
grammaticality judgments, the use of such ?aw_.:m:a does mo” mmm_ :m”m: ._M ident
fication of potentially extralinguistic factors E_:nr. :m..é an impact on the HG. u
merelv adds further factors o the list. This has led Schiitze {1996:179-180) to © mmﬂ ;
that: Tn fact. it might appear that grammaticality judgments are the :.5_.&_.”43 to m.“wr a

linguistic competence, as compared to production and comprehension, because they

involve the interaction of many more factors. .
Under Schiitze's pen, this is a merely rhetorica
reasons why this does not constitute grounds for a

ments as a source of data:

| objection. He goes on to give two
bandoning grammaticality judg-

more factors are involved in such judgments, they ‘might be less mys-
onnected to language use’ (how could we ever define the
ommunicative intentions’ and how could

1. while
terious than those ¢
‘understanding of a sentence’ or ‘¢

conclusions about grammaticality from them?);

ents provide an alternative path to the grammar {they

nces than language use is and so facilitate the

at underlies both types of behaviour, ie.,

we draw
grammaticality judgm
are subject to different influe
scarch Tor the commton core th

the grammar).

I~

ver. Concerning the first motive, one of

Neither of these reasons stands the test howe .
the. necessarily whether the

the crucial factors impacting on grammaticality judgments is . e
subject can understand the sentence or not (cf. Schiltze ﬂwwa:muv a me irﬁ:réow

‘ anguage comprehension no more mysterious :_.mz such judg-
ments. Mercover, if one compares no::dﬂmrm:ao: and mSBEa._B:Q _cﬂm_snsﬁm
I (p. 175}, one notes that both are determined by the same
al, contextual, etc), competence and parsing

<eem to make natural |

in Schiitzes own mode
four factors—input, knowledge (gener

]
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strategies-—with four other factors being added for grammaticality judgments. This
only makes sense—in order to judge a sentence’s acceptability, one must first com-
prehend it—but the facts certainly do not support the suggestion that the process of
judging a sentence for grammaticality is any less obscure than that of comprehending
the sentence in a natural context—quite the contrary. As for the argument that gram-
maticality judgments provide an alternative path to the grammar, it is much sounder
methodology to begin with the cases where it appears probable that the fewest fac-
tors are involved before attempting to come to grips with the more complex cases.
As Birdsong (1989:72) puts it, ‘the hypocrisy of rejecting linguistic performance
dataas too noisy to study, while embracing metalinguistic performance data as
proper input to theory, should be apparent to any thoughtful linguist. :

Schiitze’s second reason-—the need to obtain negative data—brings us even closer.
to our objective of understanding why linguists of the generative school have such
regular recourse to grammaticality judgments. The very fact of needing to discrimi-
nate between certain sequences of words that are ‘part of the language’ and other
which are not implies a certain view of both grammar and language which is peculiar
to generative theory. The citation below provides a capsule summary of this view:

A major objective of linguistic research is to construct a grammar capable of gen-
erating all the grammatical sentences and no ungrammalical ones. This research
involves identifying the rules that allow speakers to determine which sentences
of their language are well-formed and which are not. (O’'Grady ¢ Dobrovolsky

1987:103)

Particularly revealing in this quotation is the close relation made between the project
of constructing a generative grammar and the search for the rules that allow speak-
ers to judge which sentences are well-formed and which are not. This suggests that a
transfer has taken place from the role the grammar is claimed to have in the theory to
the role of the subject in a grammaticality judgment: just as the grammar determines
what is well-formed and what is not, so the speaker confronted with a string of words
in a questionnaire decides what is structurally good and what is not. However this is
definitely not what people do when they comprehend what others are trying to say
in a normal speech situation (nor is il, as we have seen above, whal they are doing
when they make grammaticality judgments). Such a view of grammar makes it an
algorithm for performing structural ‘grammaticality’ choices rather than an instru-
ment for carrying on communication. .
Examples of this procedure abound; to give a typical case, one might refer to
Givénls studies on causative verbs in two articles entitled ‘Cause and Control; On -
the Semantics of Interpersonal Manipulation’ (3975) and “The Binding Hierarchy and
the Typology of Complements’ (1980). In his discussion of the verbs cause, ntake:
and have, Givon claims that these English verbs may be scaled according to two
semantic properties which are universally attested: (a) intended (controlled’) vs.
unintended (‘uncontrolled’) causation; (b} ‘medialed vs. direct causation’ (1980:335).
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Cause is a ‘noncontrol causation verb, make a ‘direct control causation verb’ and

have a ‘mediated control causation verb When the data supporting these ‘generaliza-
tions' is confronted with actual usage however, the suspicion arises that the data was
fabricated to support the universal semantic properties rather than the latter being
inferred from an observation of usage. For instance, the claim that make denotes
deliberately intended causation while cause evokes accidental causation is based on

the purported contrastin acceptability between (2)a and (2)b:

(1) a. John accidentally/inadvertently caused Mary to drop her books.
b. *John accidentally/inadvertently made Mary drop her books.

Actual usage shows, however, that the distinction between cause and make has noth-
ing 1o do with intentionality. On the one hand, cause can denote a deliberate action,

asin (3):

(3} Ifapersonhas Eo:mr;mmm:. or deliberately caused us pain or hardship...
{Brown U. Corpus Bo8 0470)

On the ather hand, sake can evoke unintentional causation, as in:

Other women—they only made me love you more.
(O Neill 1955 |vol. 1]:130)

(4)

The analysis of Aave as denoting mediated causation, which is intentional but requires
the intervention of a third party, suffers from a similar lack of support from the
empirical data. Givén adduces the purported contrast in acceptability between (s)a

and {(5)b/c

(5} a. I had her lose her temper by sending John to taunt her.
b. ? 1 caused her to lose her temper by sending John to taunt her.
¢. ? I made her lose her temper by sending John to taunt her.

Actual usage in this case would seem, however, 1o be exactly the opposite of Givén's
::EE:Q:W {5)a makes no sense al all, while (5)b and (5)c are quite normal, Have is
used in English to evoke getting someone to do something by exercising one’s author-
itv or control over them through a request or command, as in (6) below:

{6} The teacher had e recite my poem in [ront of the class.

This does imply intentionality on the part of the causer and compliance on the part
of the causee. but there is no idea at all of mediation by a third party suggested by the
meaning of the construction illustrated in the sentence above.
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The conclusion we have been led to, therefore, is that grammaticality judgments
are not a reliable source of empirical data. What speakers are doing when they per-
form such judgments is appraising the acceptability of the utterances they are being .
asked to evaluate. Even if one accepts the hypothesis of a separate grammatical
module constituting one of the important factors which determine acceptability, the
causal link between acceptability and grammaticality does not allow one to make
inferences from one to the other. If natural language production (i.e., performance)
is viewed as inadequate data for inferring conclusions about grammaticality, the data
provided by grammaticality judgments must be considered even less trustworthy, As
a type of metalinguistic behaviour, these judgments are themselves just another sort
of performance, and as such they are subject to even more confounding factors than
natura} uiterance production.

One might palliate some of the drawbacks of grammaticalily judgment data by the
design of the questionnaire used to elicit them. As shown by Gries (this volume),
_ the inclusion of experimental controls such as randomized presentation of sentences,
- inclusion of fillers, and clear exemplification and explanation of the required judg-
ment process, can elicit reactions which correspond fairly closely to corpus data.
Moreover, if sentences were presented to informants with a context, that is, a descrip-
tion of the communicative situation, then, in this more natural setting, one should
- obtain more reliable judgments of acceptability. :

The fact remains, nevertheless, that sound methodology would advise one to first
study language in its natural setting before placing speakers in an artificial situation
and asking them to do something entirely different from everyday language use. Tlic
very nature of a questionnaire suggests a testing of the informants’ ability to con-
form‘to some norm of expected behaviour, and triggers the reaction ‘what should
one say in this situation?’ Even if one were to succeed in eliminating this condi-
tioned reflex—something highly unlikely in the present author’s opinion-—-there still
remains a hypothetical element inherent in the nature of a questionnaire: informants -
are being asked to answer the query ‘what would one say in this situation?’ Neither
question corresponds necessarily to what the speaker actually says in a given situ-
ation. Thus, in any case, one is driven back to actual usage as the final test of the
explanatory capacity of any theory. Isn’t what people actually say what we linguists are
supposed to be explaining in the first place? .
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MORPHOLOGICAL PATTERNS OF TERMS IN
NEUROSCIENCE AND PARTICLE PHYSICS

CAROLYN G. HARTNETT
College of the Mainland

HOW HELPFUL AND ACCURATE IS THE LEXiCON OF SCIENCE? Scientists and teachers
of science since Lavoisier two hundred years ago have stated that knowing science
means knowing the language for its concepts. Igor Melchuk (2001) has discussed the
disarray of terms in European science in the last century. The British science jour-
nal Nature recently showed the concern of science with its lexicons by beginning a
weekly column entitled “Words) reporting the first use of the word scientist in 1834
(Danielson). Recently, it reported that the Sudbury Neutrino Observatory in Ontario
combined its new measurements with some from the Super-Kamiokande detéctor in
- Japan to show that neutrino particles have unexpected mass and sometimes switch
- their identities. When their identities change, should their names change? An editorial
; called the finding ‘not a crisis for existing models, but a route to deeper ones’ (Nafure
2001a). It welcomed the implications for the theory called the ‘standard model, GUT
(‘Grand Unified Theory’), TOE (‘Theory of Everything’), and SUSY (supersymmetry),
as well as the yet-unseen Higgs boson!. ’
If the lay public theorizes that science is difficult only because of its vocabulary,
then the reasons for a difficult lexicon ought to be examined. What evidence of dif-
ficulty appears in the morphology of terms in science in English, the leading language
of science now? How helpful is the morphology of the lexicons of science? How
useful are the many glossaries? Since sciences have different vocabularies, T examined
separately the lexicons of two different fields that are currently making great strides. I
report comparative tabulations of the morphological patterns of terms in the fields of
particle physics and neuroscience. I give examples and conclude with reasons for dif-
ficulties, based on the ways scientists must work. All the terms I discuss are standard
ones used in publications, not vernacular for informal conversation in the [ab.
“Particle physics deals with extremely rare tiny particles, too small for instruments -
o-detect, usually predicted only by logical gaps in paradigms and identified only by
ztheir effects. They can appear to be in two places at once. The Heisenberg Uncertainty
Principle holds that not everything, such as location and velocity, can be known simul-
taneously. ‘Spooky” is how Einstein described one of his own thought experiments?.
Astrophysicist John Gribbin is dissatisfied with the terms particles and waves, which he
calls metaphors. “We call those objects particles, for want of a better name. What they
ally are, we do not know’ (1998b:51-352). The Nobel Prize-winning physicist Steven
einberg also expresses concern about names for the materials he studied:




